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The AGVs or mobile robots are well used in today’s manufacturing supply technologies and also can be 
used in engineering’s education. The motion controlling and simulation of such vehicles are a crucial 
question. This paper introduces the steps of motion planning for a driverless carrier vehicle from the 
positions initially available to the speed of the wheels. The vehicle is located in the High-Tech Logistics 
Systems Laboratory of the Logistics Institute of the University of Miskolc. For motion controlling and 
simulation between two points the further modules are necessary: 1. path planner, 2. trajectory planner, 
3. velocity-voltage converter using velocities gained from trajectory planner, 4. motion controlling and 
simulation of a motor dynamical model using voltages from the converter, 5. simulation of the path and 
6. data processing. In this paper the first two modules are detailed, i.e. the path planning and then the 
trajectory planning. Path planning is based on a new approach, using Bezier-curves and Hermite curves. 
The trajectory planning tends to the mininum energy, which can be carried out by the examining the 
current consumption created in the other modules. The smaller consumption originated from the two 
curves determines the final path and trajectory. 
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 Introduction 

Today, the so-called Industry 4.0 has accelerated 
the spread of automation and mobile devices [1] and 
this phanomena is also true for the field of manufac-
turing technology and supply [2]. The design of a lo-
gistic process should always aim to modernise itself 
[3]-[4]. Robotics increases its role in the automation 
[5], both in the field of industrial robots and mobile 
robots. There is also a need for continuous improve-
ments in the field of industrial robots, for instance de-
signing a force feedback-based installation process [6] 
In the case of an industrial robot, its transport may 
also be a challenge [7]. 

A prototype AGV can be found in the High-Tech 
Logistics Systems Laboratory of the Logistics Institute 
of the University of Miskolc [8]. This AGV was no 
longer able to function automatically after the labora-
tory moved, as motion control was established at its 
previous location [51]. Therefore, the need for renew-
ing the motion controlling created the topic of this pa-
per, which introduces a new path and trajectory plan-
ning solution that is not room-bound but can be re-
used after transporting the AGV. 

For motion controlling and simulation between 
two points the further modules are necessary: 1. path 
planner, 2. trajectory planner, 3. velocity-voltage con-
verter using velocities gained from trajectory planner, 
4. motion controlling and simulation of a motor dy-
namical model using voltages from the converter, 5. 

simulation of the path and 6. data processing.  The 
module 3., 5. and 6. was described in [9], while imple-
mentation of the module 4. was written in [10]. 

This paper describes the steps of an algorithm that 
can use initially defined positions to produce the ve-
locities of the wheels, i.e. implement module 1. and 2. 
The velocities gained on the wheels are the input for 
module 3., so control can already be achieved based 
on the modules that have already been completed. 

Section 2. starts with the literature background on 
remaining path and trajectory planning techniques. 
Section  3. summarises the interpolation and approxi-
mation solutions, highlighting the Bezier and Hermite 
curves. The solution of path planning is shown in Sec-
tion 4., and Section 5. supplements it with the neces-
sary conditions in order to make the control and sim-
ulation work correctly. Then, Section 6. details the 
production of data on the trajectory (module 2.) gen-
erated on the basis of path data (module 1.). Finally, 
Section 7. writes concluding remarks. 

 Literature review in the topic of path and 
trajectory planning 

Extensive research work has been carried out on 
the topic of robot path and trajectory planning which 
also appears in the literature. 

Firstly, the [11] literature can be mentioned, in 
which the chapter “Path Planning and Trajectory 
Planning Algorithms: General Overview” is relevant 
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to the topic. The mentioned chapter deals with the al-
gorithms of a path and trajectory planning. A book 
chapter was also born at the University of Miskolc 
from the topic [12]. 

The [11] literature divides the field of path plan-
ning and trajectory planning into two separate groups. 
In terms of algorithm creating, not only the above cat-
egory but also offline or online planning is possible 
[13]. 

The path planning can be divided into 3 techniques 
as follows [11]: 

· roadmap techniques, 

· cell decomposition techniques, 

· artifical potential techniques. 

 
The trajectory planning problem generates refer-

ence inputs for the robot controller, ensuring that the 
desired motion is achieved. Typically, the inputs are 
the path generated by the path planner and the dy-
namic and kinematic constraints of the robot. The 
most important optimization criterias for trajectory 
planning are as follows [11], [22]: 

· minimum execution time, 

· minimum energy or actuator effort, 

· minimum jerk. 

 
One of the above parameters can be considered, or 

more in the case of hybrid optimization criteria, such 
as time-energy optimal trajectory planning. 

The subsections 2.1, 2.2 and 2.3 and the subsec-
tions 2.4, 2.5 and 2.6 present techniques and aspects 
used in path and trajectory planning, respectively. The 
subsection 2.7 presents the trajectory planning solu-
tion previously implemented on the examined AGV. 

2.1 Path Planning: Roadmap Techniques 

This technique reduces an n-dimensional configu-
ration space to a one-dimensional path for the search, 
preferably in a graph. In this space, the [11] literature 
divides one “C-free” into free and one “C-obs” into 
non-free or collision spaces, the two spaces together 
forming a “C-space” configuration space. 

Such a technique can be found in the literature [14], 
where a so-called visibility graph considers the end-
points of each collision space as nodes and connects 
them to a line. For example, a search for the shortest 
Euclidean route in the configuration space is already 
possible on these lines. 

Another approach is to use Voronoi diagrams. 
Here, the obstacles are displayed in the form of a 
square, and the planned paths are created to be equi-
distant from at least two obstacles. An example of this 
approach is shown in [15]. 

2.2 Path Planning: cell decomposition techniques 

This second known method divides the “C-free” 

free space into several regions, namely cells, and any 
two connections in the path are located between two 
adjacent cells. The so-called connection graph forms 
connections between adjacent cells. Then the path 
search problem turns into a graph search problem. 

The dividing up into cells can be further divided 
into two groups: 

· dividing into exact cells 

· dividing into approximate cells 

 
In the first case, it divides the free space into poly-

gons [11], [16]. The set of polygons fills the free space 
exactly. In the second case, it divides the space using 
triangles [17], squares, or rectangles [11]. Since the to-
tality of these plane shapes does not fill the space per-
fectly, the accuracy of the dividing is only approxi-
mate. 

2.3 Path planning: artifical potential techniques 

This technique takes a different approach to the 
problem of route search. The basic idea assumes that 
the robot is an object moving in configuration space 
in a potential area generated by obstacles in the target 
configuration and the entire “C-space”, namely, the 
target configuration creates an attractive (attractive, fa-
vorable, seductive) potential, while barriers to a repul-
sive (repulsive, disgusting) potential. The combination 
of the two is the full potential that is visible to the ro-
bot by an artificial force that leads to the target avoid-
ing obstacles. This technique can also be applied to a 
mobile robot [18]. 

However, this technique has a major problem: the 
occurrence of local minima where the robot finds it-
self trapped. Several solutions have been developed 
for this, such as the use of potential functions that do 
not have a local minimum. These functions are the 
navigation functions. 

Another method for this technique is to use the 
RPP (Random Path Planners) [11], [20], which avoids 
local minima by combining the concept of artificial 
potential areas with random search techniques. Similar 
method that can achieve significant results for such 
problems is the PRM (Probabilistic Roadmap Plan-
ners) planner [11], [21], which uses probability-based 
algorithms such as random sampling. 

2.4 Trajectory planning: Minimum execution time 

If optimization is required, the first option that 
arises is to reduce the execution or cycle time. In to-
day’s automated production systems, lead time is key 
to high productivity. For this reason, a number of lit-
erature deals with trajectory planning based on execu-
tion time. 

One possibility is to define an algorithm in a posi-
tion-velocity phase plane [23], [24]. Here, the basic 
idea is to write the dynamic equation of the manipula-
tor in parametric form, the abscissa of the curve, 
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where is the trajectory as an independent parameters. 
Another approach involves the use of dynamic 

programming techniques [25]. The basic idea is to dis-
cretize the state space on a grid of points, then it as-
signs velocity, acceleration, jerk limits to each point 
and defines the time required to move, taking into ac-
count the cost of each solution. Finally, an algorithm 
based on dynamic programming generates the mini-
mum time trajectory. 

The disadvantage of the above methods is that the 
algorithms do not result in continuous accelerations 
and joint moments, since the dynamic model takes 
into account a perfectly rigid body, while it does not 
take into account the actuator dynamics. In reality, 
only continuous accelerations and torques can occur, 
so this occurs with a delay and reduces the accuracy of 
trajectory tracking. For this reason, the track control-
ler often has to intervene in the execution of the tra-
jectory. 

Several solutions can be found in the literature. 
One solution suggests using the phase plane method 
in conjunction with torque constraints[26], another 
solution uses not only the execution time but also the 
energy contribution in the objective function, such as 
integrating the square moments along the entire tra-
jectory[27]. 

It is also possible to use spline interpolations, 
where the trajectory is divided into a finite number of 
sections and the joints of the sections are rounded or 
smoothed. A number of techniques are used in the lit-
erature, the differences are as follows: 

· the constraints considered, either kinematic 

[28] or dynamic [29], 

· the algorithm used to calculate the optimal 

trajectory [30], 

· the possibility of extending the optimization 

problem, taking into account the optimiza-

tion criteria [31]. 

2.5 Trajectory planning: Minimum energy 

In some cases, instead of tending for the minimum 
execution time, the focus should be on the minimum 
energy consumption or actuator effort. Energy-based 
trajectory planning can be crucial in several cases. One 
case is that it generates smooth trajectories, thereby 
reducing the effort on actuators and mechanical struc-
ture. The other case is where it is not only necessary 
for economic reasons to reduce energy consumption, 
but there may also be many applications where energy 
use is limited for technical reasons, such as underwater 
research [32] or mobile robots, where the power sup-
ply is predominantly provided by batteries [33]. In this 
case, in the event of an extension of the operating 
time, the aim must be to use as little energy as possible. 

Several literature deals with this optimization crite-

rion, such as [34] and  [35], where the trajectory is pa-
rameterized using cubic B-splines and the physical 
limits of the joints have been added to the torque and 
kinematic limits. Also, the objective function pre-
sented here primarily seeks to minimize energy regard-
less of execution time. 

For a Three-Wheeled Omnidirectional Mobile Ro-
bot (TOMR), the Pontryagin minimum principle was 
applied to the trajectory planning algorithm, battery 
power consumption to calculate the cost function, and 
a dynamic model including actuator dynamics and 
Coriolis force [33],[36],[37]. 

Trajectory planning should also be regarded by a 
single-drive robot in which an electric motor drives 
the vehicle through a mechanism [38]. The Fuzzy and 
Newton-barrier method was used to plan a two-arm 
mobile robot trajectory developed for the study of a 
high-voltage transmission line [39]. 

A Wheeled Mobile Robot (WMR) was an indirect 
solution to the optimal control strategy for optimal 
trajectory planning, taking into account the nonlinear 
dynamic model of the system and the nonholonom 
constraints [40]. 

A [41] in the literature, cost-index-optimized mo-
tion control has been implemented for a Swedish-type 
mobile robot equipped with driven and steered 
wheels, taking into account the singularity of direct 
and indirect models, ignoring sliding motions, infinite 
estimation error and impossible control interventions. 

A rapid cost-effective motion planning for a hu-
manoid robot operating in a complex and realistic en-
vironment is presented in [42], where the RRT (Rap-
idly exploring Random Tree) sampling-based algo-
rithm were used. The hexapod robot presented in [43] 
uses a combined index based on power consumption 
and workspace, applying unequal constraints to the 
mathematical model of nonlinear programming. For 
optimal route planning, the application of the 
Keymeulen / Decuyper fluid method is described in 
[44] for an nonholonomic vehicle. 

A mobile robot designed to examine POIs (Points 
of Interest) takes into account not only the monitoring 
of energy consumption but also the security and cost 
of communication for operation. This problem can be 
raised as a Mixed Integer Linear Program (MILP) [45]. 
Selecting the correct gait for a two-legged robot can 
reduce energy consumption using a genetic algorithm 
based on a gait synthesis method [46]. 

The search for the velocity profile and route result-
ing from the trajectory planning is energy-optimized 
for a car-like robot using DC motors [47]. A new op-
timal motion planning for a mobile robot with a dif-
ferential drive is presented in [48], in which the model 
can be used to formulate the energy consumption of 
kinetic energy conversion and to overcome slip re-
sistances. The development and analytical studies of a 
prototype of a spherical rolling robot are described in 
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[49]. Here, different methods have also been devel-
oped for the minimum-time and minimum-energy-
based trajectory of the robot. 

2.6 Trajectory planning: Minimum jerk 

This optimization criterion is mainly the character-
istic of industrial robots, in the case of mobile robots 
the formerly presented criterions are used. This tech-
nique is used to avoid discontinuities in actuator tor-
ques. The algorithm described in [50] is based on in-
terval search. The technique presented here looks for 
the minimum of the maximum absolute value of the 
jerk along a path where execution time gives a priority. 
The primitives of the trajectories are cubic splines, and 
the intervals between the intermediate points and the 
lowest maximum jerk value are also calculated. This 
literature presents a comparison with the method 
based on trigonometric splines, covering the highest 
values of jerk, torques, and torque variations. 

2.7 Trajectory planning previously performed on the 
examined AGV 

A Fuzzy Logic-based controlling has already been 
developed at the AGV in the High-Tech Laboratory 
of the Institute of Logistics at the University of Mis-
kolc [51]. The AGV uses a Sick brand NAV350 
LIDAR sensor. This sensor determines the position 
and orientation of the vehicle and creates a contour of 
the room. The contour of the room can be saved in a 
2D CAD model and further modifications can be per-
formed with an appropriate software. Thus, the per-
mitted track, arrival directions and stations of the 
truck have been included in the model. The route con-
sists of straight and curved sections, the curved sec-
tions have been replaced by a breakdown into straight 
sections. 

To control automated movement, the authors took 
the following steps: 

1 Route planning 

1.1 Scanning the contour of the room with the 

LIDAR sensor 

1.2 Design and export the allowed path in Au-

toCAD software 

2 Processing the exported AutoCAD model 

and defining sections and points 

3 Calculating the route to the destination 

3.1 Finding the section closest to the robot us-

ing vectors 

3.2 Dividing the nearest section into two parts 

3.3 Determining the shortest path using the A* 

graph search algorithm 

4 Calculation of the robot displacement, since 

the low measurement frequency of the 

LIDAR sensor is not a sufficient source of in-

formation for the controller, the position is 

also determined based on the kinematics of 

the robot 

5 Calculation of Fuzzy controller inputs (target 

distance and target angle) 

5.1 Defining membership functions for the 

Fuzzy controller using the rule for two in-

puts and two outputs (average angular ve-

locity and angular velocity difference) 

5.2 Create a set of fuzzy rules with 6 rules to 

control the direction and velocity of the ro-

bot 

 Interpolation, approximation, and path 
planning solutions 

The subsection 3.1 describes the general interpola-
tion and approximation solutions found in the litera-
ture, the subsections 3.2 and 3.3 highlight the solu-
tions in which interpolate the start and end points, but 
only approximate the other points. 

3.1 General interpolation and approximation solu-
tions 

The Table 1 lists interpolation and approximation 
solutions found in the [52]-[65] literatures. Each solu-
tion is typically used for edge smoothing in 3D CAD 
modeling. 

Four points ("P" _"0"  "," "P" _"1"  "," "P" _"2"  " 
and " "P" _"3" ) are necessary for a cubic approxima-
tion. Not all listed solutions are good for path plan-
ning, only where it interpolates the start and end 
points and approximates the other points, as follows: 

 P0
' =P0, P1

' ~P1, P2
' ~P2 and P3

' =P3  (1) 

where P0
' , P1

' , P2
'  and  P3

'  are the generated points 
from the interpolation technique. 

Reviewing the mentioned literature, it can be con-
cluded that the above condition will be true only for 
the Bezier curve. However, in the case of the Hermite 
interpolation curve, the control vectors starting from 
the starting point and arriving at the end point will also 
make this solution suitable for path control, since the 
control vectors can be calculated from the rotation an-
gles at each point. In the other solutions, either the 
interpolated curve passes through all the points, which 
generates an unnecessary extra path, or it just ap-
proaches each point, which is not allowed in the path 
planning.
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Tab. 1 Relationship between interpolation solutions occurring in the literature 

 [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] 

Lagrange polynomial interpo-
lation 

X  X X X X  X X X X X X X 

Newton Divided-Difference 
formula 

X  X X X X X X X  X    

Hermit polynomial interpola-
tion 

X X X X X X X X X X X X X X 

Bezier curves - Ber-stein poly-
nomial 

X X X X  X X  X X  X X X 

Natural cubic spline interpo-
lation 

X X X X X X  X X  X X  X 

Catmull-Rom cubic spline in-
terpolation 

   X     X   X X X 

Cubic B-spline X X X X X X   X X  X X X 

 

3.2 Path planning solution using cubic curves: Bezier 
curves with Berstein polynomial 

Bezier curves can be written in two ways [55]: 
· Pascal triangle and binomial principle 

· Berstein form 

 

As the most other literatures [53]-[54],[57]-
[58],[60]-[61],[63]-[65] use the latter, therefore this 
method is described briefly in this subsection. 

Based on 4 points and the literature [55], the Bezier 

curve can be written for the interval "u [0,1]"  used 
in [48] and [66]:

 ��(�) = (��, ��, �, 1)�−1 3 −3 13 −6 3 0−3 3 0 01 0 0 0!�
�"�#����! (2) 

Where: 

PB(u): Bezier curve 

P0= $P0x,P0y
%: start point 

P1= $P1x,P1y%: control point 

P2= $P2x
,P2y
%: control point 

P3= $P3x
,P3y
%: end point 

Written in a different way, which can already be 
programmed in the Scilab software: 

 ��(�) = (1 − �)��" + 3�(1 − �)��# + 3��(1 − �)�� + �3�3 (3) 

The curve Px(u) and Py(u) is from coordinates along the x and y axes, respectively as follows: 

 &�'(�) = (1 − �)�&"* + 3�(1 − �)2&1- + 3.�(1 − �)&�* + ��&�* (4) 

 &�/(�) = (1 − �)�&"4 + 3�(1 − �)�&#4 + 3.�(1 − �)&�4 + ��&�5 (5) 

3.3 Path planning solution using cubic curves: Her-
mite interpolation curve 

The equation of the Hermite curve can be written 

similarly to the Bezier curve with the help of [55], us-
ing 2 points and 2 control vectors, according to the 

interval u∈[0,1]: 

 �8(�) = (��, ��, �, 1)� 2 −2 1 1−3 3 −2 −10 0 1 01 0 0 0 !�
�"���9#��:! (6) 

Where: 

PH(u): Hermite curve 

P0= $P0x,P0y
%: start point, as by Bezier-curve 

PS1= $P1x,P1y%: control vector from start point 

P2E= $P2x
,P2y
%: control vector to end point 

P3= $P3x
,P3y
%: end point, as by Bezier-curve 

Writing the curve differently, which can already be 
used in Scilab: 
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 �;(�) = (2�� − 3�� + 1)�" + (−2�� + 3��)�� + (�� − 2�� + .)�9# + (�� − ��)��: (7) 

The coordinates along the x and y axes can be written in two dimensions: 

 &8'(�) = <2�3 − 3�2 + 1>&0- + <−2�3 + 3�2>&3- + <�3 − 2�2 + .>&?1- + (�3 − �2)&2@- (8) 

 &8/(�) = <2�3 − 3�2 + 1>&0A + <−2�3 + 3�2>&3A + <�3 − 2�2 + .>&?1A + (�3 − �2)&2@A (9) 

As will be seen in the subsection 4.1, these data are 
already available for calculating the points of the 
curve. 

 Implementation of career planning on the 
examined AGV 

This section describes the initial data, the path 
planning using the Bezier- and Hermite-curve. 

Initial data for path planning 

The driverless vehicle can use 3 data using the Sick 
laser navigation sensor: 

· Pstart=(Xstart,Ystart) [m] initial position, 

· φ
start

 [°] initial orientation. 

The vehicle's target position data is as follows sim-
ilarly to the initial position and orientation: 

· Pend=(Xend,Yend) [m] target position, 

· φ
end

 [°] target orientation. 

 
The vehicle's LIDAR sensor returns the angle 

value in an anti-clockwise direction as shown in Fig. 1 
on the Y axis. In order to achieve the movement of 
the vehicle, a curve must be drawn between these two 
points, at which the start and end points are interpo-
lated, and the further control points are approximated. 

In the next step, the control points P1  and P2 
should be defined, which are required to generate the 
cubic curves, derived from the initial and end positi-

ons and orientations. The control vector PS1 is deri-

ved from the vector between the start point Pstart and 

the first control point P1, the length of this vector is 

|PS1|=1m due to the simplicity of the calculations. 

The P2E  control vector is derived from the vector 

between the second control point P2  and the target 

point Pend, also with vector‘s length |P2E|=1m. From 

the orientation, the values of X and Y of point P1 can 
be calculated by simple trigonometric relations using 
the unit vector length: 

 !1#
= !$%&'%#

+ $(* ,
$%&'%

 (10) 

 !1-
= !$%&'%.

+ /0$,
$%&'%

 (11) 

The values of X and Y of point P2 can also be cal-

culated from the orientation: 

 !2#
= !3*4#

− $(* ,
3*4

 (12) 

 !2-
= !3*4.

− /0$,
3*4

 (13) 

The two control point control vectors can be writ-
ten: 

 !61 = !1 − !$%&'% (14) 

 !27 = !3*4 − !2 (15) 

where the vectors Pstart, PS1, P2E and Pend are the 

vectors between the origin and the point Pstart, P1, P2 

and Pend  respectively. The placement of each vector 
and point is shown in Fig. 1. 

P1

P2

Pend

Pstart

φstart

φend

PS1

P2E

P12

X

Y

φ

 

Fig. 1 Points and vectors for path planning 

4.2 Path resulting from the Bezier curve 

To draw, the following coordinates and angle val-
ues were entered into the Scilab program: 

 � !#$! = (0%, 1%), �
 !#$!

= 255°  (16) 

 %&'( = (−0.5+,−1+),�
&'(

= 255° (17) 

The currently used form of the Bezier curve previ-
ously described in subsection 3.2:

 /3(4) = (1− 4)6/7 + 34(1− 4):/; + 34:(1− 4)/: + 46/6 (18) 

In this case, the vectors drawn from the origin to 
the start and end points and to the two control points 
can be written as follows: 

 /0 = /<>?@> (19) 

 /A = (%1B, %1C) = (% !#$!B
+  D' �

 !#$!
,% !#$!C

+ EF �
 !#$!

) (20) 

 /G = (%2B, %2C) = (%&'(B
−  D' �

&'(
, %&'(C

− EF �
&'(

) (21) 
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 /3 = /HIJ (23) 

 

Fig. 2 Path planning with Bezier curve 
 

The u interval also moves from 0 to 1 with 0.02 
increments, so the curve will consist of 50 points. 

The simulated curve is shown in Fig 2. The black 
curve indicates the Bezier curve, while the vectors 

marked in green show the vectors PS1  between the 

start and first control points, P2E between the second 

control and end points, and the PSE vectors between 
the start and end points. 

4.3 Path resulting from the Hermite curve 

The following coordinates and angle values were 
used in the program to draw, as by the Bezier curve: 

 % !#$! = (0+, 1+), �
 !#$!

= 255°  (23) 

 %&'( = (−0.5+,−1+),�
&'(

= 255° (24) 

The currently used form of the Hermite curve, 
which was previously described in subsection 3.3, is as 
follow: 

 /K(4) = (246 − 34: + 1)/7 + (−246 + 34:)/6 + (46 − 24: + 4)/L; + (46 − 4:)/:M (25) 

In this case, the vectors drawn from the origin to 
the start and end points, as well as the control vectors, 
can be written as follows: 

 /0 = /<>?@> (26) 

 /NA = ( D' �
 !#$!

, EF �
 !#$!

) (27) 

 /GO = ( D'�
&'(

, EF �
&'(

) (28) 

 /3 = /HIJ (29) 

The u interval also moves from 0 to 1 with 0.02 
increments, so the curve will consist of 50 points. 

The simulated curve based on the program written 
in Scilab software is shown in Fig 3. The red curve 
indicates the Hermite curve, while the vectors marked 

in green show the vectors PS1 between the start and 

first control points, P2E between the second control 

and end points, and the PSE vectors between the start 
and end points. 

 

Fig. 3 Path planning with Hermite curve 

4.4 Comparison of two curves 

This subsection compares the curves described in 
subsections 4.2 and 4.3 (see Fig. 4). As in the previous 
sections, the red curve and the black curve represents 
the Hermite curve and the Bezier curve, respectively. 
As can be seen from the simulation figure, the Her-
mite curve results a significantly shorter path, while 
the Bezier curve performs a less sharp curve around 
the start and end points. 

 

Fig. 4 Comparison of curve types resulting from path plan-
ning methods 

 Problems encountered during path plan-
ning and their solutions 

 Extra path due to the wrong approach 

In the current example, at angular values, a vehicle 
starts and arrives rotated 180° compared to the previ-
ous examples, with unchanged start and end point co-
ordinates: 
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 � !#$! = (0%, 1%), &
 !#$!

= 255°  (30) 

 �'*+ = (−0.5%, −1%), &'*+ = 255° (31) 

In this case, the curves shown in Fig. 5 are ob-
tained. It can be stated that in this case an extra path 
occurs compared to the previous version due to the 
wrong approach to the initial and final direction. 

 

Fig. 5 Comparison of path planning methods without change 
of direction for both curve types 

 
However, the symmetrical structure of the vehicle 

allows moving in the opposite starting direction be-
tween the same initial and target points, resulting a 
shorter distance. The program solves it with a condi-
tion examining. 

The vectors P1 and P2 used for the calculation of 
Bezier curve are used and optionally changed with re-

sults of the vectors P1
'  and P2

'  as follows: 

 �/3 = 4�/3 = �67897 + �;/, <> �;/�;@A < 90°
�/3 = �67897 − �;/, <> �D@�;@A > 90° (32) 

 �D3 = 4�D3 = �FGH − �D@ , <> �D@�;@A < 90°
�D3 = �FGH + �D@ , <> �D@�;@A > 90° (3) 

that is, it changes the direction of the vector P1
'  or 

P2
'  from the starting point and the end point, if the 

angle PS1PSE
A  or P2EPSE

A  is greater than 90 degrees, 

where the angle is enclosed by the vectors PS1  and 

P2E or PS1 and PSE, respectively. 

The vectors PS1 and P2E used for the calculation 
of Hermite curve are used and optionally reversed 

with results of the vectors PS1
'  and P2E

'  as follows: 

 I�� = ! #�� = #��, $% #��#�'( < 90°
#�� = −#��, $% #��#�'( > 90° (34) 

 #*' = ! #*' = #*', $% #*'#�'( < 90°
#*' = −#*', $% #*'#�'( > 90° (35) 

that is, it reverses the direction of the vectors PS1' 

or P2E', if the angle enclosed by the examined vectors 

PS1 or P2E is greater than 90 degrees, respectively.  
By reversing the direction, the curve shown in Fig. 

5 changes to the path shown in Fig. 4, since in each 
condition tests the angle enclosed by the examined 
vectors is in each case larger than the tested value. 

5.2 Path planning to the midway point between 
wheels 

So far, for calculating a point-like body was as-
sumed. However, in the reality the AGV has an extent, 
therefore the initial values in the program due to the 
extent of the vehicle are as follows: 

· Pstart,LIDAR=(Xstart,LIDAR,Ystart,LIDAR) [m]  ini-

tial position measured by LIDAR sensor, 

· φ
start

 [°]  initial orientation measured by 

LIDAR sensor, 

· Pend,LIDAR=(Xend,LIDAR,Yend,LIDAR) [m]  posi-

tion measured and adjusted by LIDAR sen-

sor, 

· φ
end

 [°] orientation measured and adjusted by 

LIDAR sensor. 

 
The zero position and orientation in the coordinate 

system are shown in Fig. 6. 

X

Y

 φ=0°

YLIDAR

XLIDAR

φLIDAR=0°

 

Fig. 6 Position of LIDAR sensor compared to the vehicle 
and the coordinate system 

 

These values should be derived for the initial Pstart 
and the target Pend position for the planning of the 

route, using the distance sLIDAR-W=0.770m between 
the midway point of the wheels and the centre point 
of the LIDAR sensor as shown in Fig. 7: 

 ������ =  !�����,#$%&' − �#$%&'−) · �*+(.�����), 0�����,#$%&' + �#$%&'−) · 23�(.�����)4 (36) 
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 56+7 =  !6+7,#$%&' − �#$%&'−) · �*+(.6+7), 06+7,#$%&' + �#$%&'−) · 23�(.6+7)4 (37) 

The dimensions of the vehicle are shown in Fig. 7. 

330 330

770

Ø 60

45 535

Ø 140

550

1000

40

500

LIDAR 

sensor

Belt 1.

Belt 2.
Caster wheel

Driven wheel

Frame of vehicle

 

Fig. 7 Dimensions and names of the important parts of the AGV

5.3 Final positioning problem 

If only one of the conditions was taken into ac-
count to in the subsection 5.1, the orientation of the 
AGV may not be in the correct direction, as shown in 
Fig. 8. 

 

Fig. 8 Path planning with incorrect arrival angle in case of re-
versed starting for both curve types 

 

Fig. 9 Path planning with correct arrival angle in case of re-
versed starting for both curve types 

 
The positions and orientations shown in Fig. 8. 
The solution is to change the angle of the final po-

sition by rotating 180° and entering it into the simula-
tion program.

 Pstart=(0m,0m), φ
start

=315° and Pend=(2m,-2m), φ
end

=180° (38) 
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5.4 Situation arising from the position on conveyor 
belts 

In addition to the chaning orientation detailed in 
previous subsections, also changing target position of 
the AGV should be paid an attention, depending on 
which conveyor belt of the AGV is positioned. By 
binding the target position to conveyor belts, the 
AGV can pick or place a unit cargo from the correct 
belt to a material handling system. The position und 

ID of the belts can be seen in Fig. 7. 
When determining the target position, the AGV 

must be moved to the connection point with belt 1., 
where the value from LIDAR sensor can be read and 
stored. 

If it is necessary to shift from belt 1. to belt 2., a 

transforming in the target position Pend is required, us-

ing the longitudinal distance ( sbelt1,belt2=0.580m) be-

tween the centre of the two belts (see Fig. 7): 

  !#$ =  !#$,%!&'2 =  !#$,%!&'1 − +%!&'1,%!&'2 · +-#./!#$0 (39) 

 3!#$ = 3!#$,%!&'2 = 3!#$,%!&'1 + +%!&'1,%!&'2 · 56+./!#$0 (40) 

Another task to be solved in case of a change of 
direction is to determine the new target position for 
both belts, using the distance between the midway 

point of the wheel and each belt ( sbelt1,W=0.045m , 

sbelt2,W=0.535m): 

· belt 1.: if a change of direction is required: 

� !# = � !#,$ %&1 − 2 · ($ %&1,) · (*!+- !#. (411) 

/ !# = / !#,$ %&1 + 2 · ($ %&1,) · 34(+- !#. (42) 

· belt 2.: if a change of direction is required: 

� !# = � !#,$ %&2 − 2 · ($ %&2,) · (*!+- !#. (43) 

/ !# = / !#,$ %&2 + 2 · ($ %&2,) · 34(+- !#. (44) 

 
Fig. 10 and Fig. 11 summarize the equations in a 1-

1 curve for the belt 1. and belt 2. in the case of without 
reversing and with reversing, respectively. 

 
Fig. 10 Path planning to the 1. belt without revesing and 

with reversing for both curve types 

 
Fig. 11 Path planning to the 2. belt without reversing and 

with reversing for both curve types 

5.5 Connect multiple segments 

In the previous descprition the path planning has 
only been done with 1 segment, but there may be cases 
where the route needs to be assembled from multiple 
segments, typically avoiding pre-known obstacles. The 
literature [48] and [55] recommend connecting seg-
ments in different ways. 

The [48] defines a series of waypoints 

W0, W1,…,Wi,…,WN, where N is the number of wa-
ypoints. The generated route connects the adjacent 

waypoints Wi-1  and Wi , where i=1,…,N . The way-

points Wi-1 and Wi indicates the position and orienta-
tion of the and waypoints and their relationship as 

q
i-1
=6Xi-1,Yi-1,φi-17

T
 and q

i
=6Xi,Yi,φi7

T
, respectively. 

With the Bezier curve, the path can be created as 
follows:

 8(:;) = (1 − :;)>�;?@ + 3:;(1 − :;)B�C; + 3:;
B(1 − :;)�D; + :;

>�; (45) 

 E(:;) = (1 − :;)>/;?@ + 3:;(1 − :;)B/C; + 3:;
B(1 − :;)/D; + :;

>/; (46) 
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where x(ui) and y(ui) is the value x and y of the 

path and, respectively, where ui∈[0,1] is the interval; 

( Xai, Yai) and (X
bi

, Ybi) parameters is to be defined. If 

value uichanges from 0 to 1, functions #x(ui),y(ui)$ 

range from (Xi-1,Yi-1)  waypoint to (X
i
,Yi)  waypoint. 

For each  Wi-1Wi segment, the final Wi waypoint will 

be the starting point for the next WiWi+1 segment. 

The [55] describes, that a  n -dimensional Bezier 
curve can be computation-intensive, therefore the 
path should be divided into multiple Bezier segments, 
each defined by 4-6 points. To connect two segments, 

the literature defines a set of points P0, P1,…,Pn and 

Q
0
,Q

1
,…,Q

n
, where n=4÷6. To connect Pn  and Q

0
, 

the point must be the same. In addition, the literature 

states that the Pn-1,Pn and Q
1
 points must be aligned, 

thus ensuring a smooth connection between the seg-
ments. 

In the used solution for the examined AGV, the 
program uses as its initial value the measured initial 

position Pstart,LIDAR,1=(Xstart,LIDAR,1,Ystart,LIDAR,1) and 

measured orientation  φ
start,1

 of the first segment. 

From the second segment, each point gets a measured 
final position 

Pend,LIDAR,segment=(Xend,LIDAR,segment,Yend,LIDAR,segment) 
and measured orientation φ

end,segment
, where the value 

 segment represents the serial number of the current 
segment and can be maximum number of predefined 

segments. The position Pend,1=#Xend,1,Yend,1$ and ori-

entation φ
end,1

 of the final point of the first segment 

can be calculated as described in the previous subsecti-
ons. From the second segment, the starting position 
and orientation of each segment will be given the po-
sition and orientation of the final point of the previous 
segment as follows:

 %&'*+',-./01,&23425' = %256,&23425'78, if 9 > 1 (47) 

 ;&'*+',&23425' = ;256,&23425'78, if 9 > 1 (48) 

Then the position 

Pend,segment=(Xend,segment,Yend,segment)  and orientation 

φ
end,segment

 of the final point of each segment can be de-

termined as already known. 
An example can be seen in Fig. 12, where the initial 

position Pstart,LIDAR,1=(0m,0m) and initial orientation 

φ
start,1

=0° , for the target of the 1. segment the point 

Pend,LIDAR,2=(-2m,-3m)  and orientation φ
end,2

=90° 

and for the target of the 2. segment point 

Pend,LIDAR,3=(-4m,0m) and orientation φ
end,3

=45° are 

prescribed. In this case, the vehicle continues in the 
same direction from point 2. 

 

Fig. 12 Path planning between 3 points with 2 segments 
without direction changing along the way 

 
However, there may be cases where the vehicle 

does not continue in the same direction from the in-
termediate point, but in the opposite direction to the 
previous one. An example for this direction changing 
along the way can be seen in Fig. 13, where the initial 

position Pstart,LIDAR,1=(0m,0m) and initial orientation 

φ
start,1

=0° , for the target of the 1. segment the point 

Pend,LIDAR,2=(-2m,-3m)  and orientation φ
end,2

=180° 

and for the target of the 2. segment point 

Pend,LIDAR,3=(-4m,0m) and orientation φ
end,3

=45° are 

prescribed. 

 

Fig. 13 Path planning between 3 points with 2 segments with 
direction changing along the way 
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 Implementation of trajectory planning on 
the examined AGV 

Data initially available for trajectory planning 

The [48] literature uses a predefined velocity and 
anglangular velocity profile for trajectory planning. 
During the experiment presented in the literature, the 

robot accelerated to the desired velocity (0,3
m

s
) within 

3 seconds (stage 1.) and then maintained this velocity 
(stage 2.), and at 6 seconds the angular velocity began 

to increase, reaching the value 
π

2

rad

s
  at 9 seconds. Fi-

nally, both linear and angular velocitys began to de-
crease at 10 seconds and drop to zero at 13 seconds 
(stage 3.). As it can be seen, the angular velocity was 
predefined here, but in the solution that I used, the 
angular velocity is arises from the curves produced by 
the path planning algorithm. However, before deter-
mining the angular velocity profile, the velocity profile 
must be produced from the waypoints of the curves. 

As far as the velocity profile is concerned, the so-
lution follows the tendency written in the literature, 
therefore the velocity increases in 0.5s (stage 1.), then 
holds the desired velocity between the two stages 
(stage 2), and then slows down to zero (stage 3) at the 
end. The intermediate time is predefined in the litera-
ture, but the developed trajectory algorithm calculates 
time from the path length. 

t01,s01 t12,s12 t23,s23

t03=t,s03=s

Stage 1. Stage 2. Stage 3.

Point 0. Point 1. Point 2. Point 3.

v(m/s)

t(s)

+vmax

 

Fig. 14 Planned velocity profile for one segment 

t01,1,s01,1 t12,1,s12,1 t23,1,s23,1

t03,1=t1,s03,1=s1

Segment 1. point 3. = 

= Segment 2. point 0.

v(m/s)

t(s)

t01,2,s01,2 t12,2,s12,2 t23,2,s23,2

t03,2=t2,s03,2=s2

Segment 1. 

stage 1.
Segment 1. stage 2.

Segment 1. 

stage 3.

Segment 1.

point 0.

Segment 1. 

point 1.

Segment 1. 

point 2.

Segment 2. 

stage 1.
Segment 2. stage 2.

Segment 2. 

stage 3.

Segment 2. 

point 1.

Segment 2. 

point 2.

Segment 2. 

point 3.

+vmax

 

Fig. 15 Planned velocity profile for two segments with midway direction changing 

t01,1,s01,1 t12,1,s12,1 t23,1,s23,1

t03,1=t1,s03,1=s1

v(m/s)

t(s)

t01,2,s01,2 t12,2,s12,2 t23,2,s23,2

t03,2=t2,s03,2=s2

+vmax

-vmax

Segment 1. 

stage 1.
Segment 1. stage 2.

Segment 1. 

stage 3.
Segment 2. 

stage 1.
Segment 2. stage 2.

Segment 2. 

stage 3.

Segment 1. point 3. = 

= Segment 2. point 0.
Segment 1.

point 0.
Segment 1. 

point 1.
Segment 1. 

point 2.

Segment 2. 

point 1.

Segment 2. 

point 2.
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Fig. 16 Planned velocity profile for two segments without midway direction changing 
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Further resolvable task is implementation of the 
velocity profile for multiple segments. There are basi-
cally two possible cases between two segment 
changes: 

· if the vehicle continues in the same direction 

from stage 1. to stage 2., as in Fig. 12, and do 

not have to slow down (see Fig. 15), 

· if the vehicle has to change its direction into 

the opposite direction, as in Fig. 13, it must 

slow down to zero and then accelerate to the 

opposite velocity (see Fig. 16). 

 
The velocity profiles shown in Fig 15 and Fig 16. 

may change to the opposite way. 
Considering the above-mentioned facts, the 

lengths and time values of stages can vary. For stage 
data, firstly the total length of the segments must be 
determined: 

 !#$%&$'( = ∑ !*+,,,+,#$%&$'(
./01

+23  (49) 

Where: 

ssegment : Total length, where 

segment=1, 2, …, segmentend [m], 

uend: Number of points in a segment of the curve [-
], 

sdiff,i,segment: Distance between the points of the curve 

at the point of that segment, where i=1, 2, …,uend [m]. 

6.2 Calculation of the time and length required for tra-
jectory planning 

The path length data and time data for segments 
are as follows, where the serial number of the segment 

segment=1, 2, …, segmentend : 

1. t01=0.5s , time value between point 0. and 

point 1. of the segment, true for all segments 

1.1 s01=vmax·t01, for all segments, the distance 

between point 0. and point 1. of the seg-

ment if the directions of adjacent seg-

ments are the same 

1.2 s01=amax·
t01
2

2
, true for all segments, point 0. 

and point 1. of the segment, if the direc-

tions of adjacent segments do not match, 

e.g. in the case of a change of direction or 

first segment 

2. s12,segment=ssegment-s01,segment-s23,segment , the length 

of the path between point 1. and point 2. of 

the actual segment and therefore 

t12,segment=
s12,segment

vmax
[s] , the time value between 

point 1. and point 2. of the segment 

3. t23=0.5s , time value between point 2. and 

point 3. of the segment, true for all segments 

3.1 s23=vmax·t23, is true for all segments, be-

tween point 2. and point 3. of the segment 

if the directions of adjacent segments are 

the same 

3.2 s23=vmax·t23-a
max

·
t23
2

2
, true for all segments, 

point 2. and point 3. of the segment, if the 

the directions of adjacent segments do not 

match, e.g. in the case of a change of di-

rection or last segment 

Finally, it is possible to determine the total time 
value of the examined segment between point 0. and 
point 3.: 

 ������� = �!",������ = �!# + �#$,������ + �$"   [s] (50) 

6.3 Production of the velocity profile resulting from 
trajectory planning 

The initial data, the time value and the path length 
value are so far available from the calculations in sub-
section 6.1 and in subsection 6.2. The current path 

length "s" _"i"  assigned to the waypoints is calculated 
from the "X"  and "Y"  points of the curve produced 
at the Bezier-curve or Hermite-curve, where 

 %&' (&)(-) = %� &/ ,������ + %0122(-) (51) 

 %0122(-) = 3(41 − 416#)$ + (71 − 716#)$, if i>1 (52) 

Where: 

segment =1,2,…,segmentend: Serial number of the ac-

tual segment, where segmentend is the highest number [-
], 

i=1,2,…,segment·uend : Serial number of the actual 

waypoint, where segmentend·uend is the highest number [-
], 

sdiff(i) : Distance between the two adjacent way-

points for the i. section of a segment [m]. 
 

In each segment, the maximum velocity may vary 
depending on the direction, therefore this phanomena 
should be determined by the direction coefficient 

kstart,segment. 

The times, velocitys and accelerations assigned to 
waypoints taking into account a well-known kinematic 
formula of motion with constant acceleration and the 
initial time value and length of the path for each sec-
tion, where and are given as follows, where the serial 

number of the segment segment=1,2,…,segmentend  and 
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the number of the given waypoint 

i=1,2,…,uend,…,segmentend·uend : 
1. current time, current velocity, and current accel-

eration between point 0. and point 1. of the actual 

segment 

1.1 t(i)=t0,segment+
si-sstart,segment

vmax
;  

v(i)=kstart,segment·vmax; a(i)=0, for the actual way-

point of the curve, if the the directions of adja-

cent segments are the same 

1.2 t(i)=t0,segment+92·(s
i
-sstart,segment)

amax
;  

v(i)=kstart,segment·amax·:t(i)-t0,segment;;  

a(i)=kstart,segment·amax, for the actual waypoint of 

the curve if the the directions of adjacent seg-

ments do not match, e.g. in the case of a change 

of direction or first segment 

2. t(i)=t0,segment+t01+
si-s01-sstart,segment

vmax
;  

v(i)=kstart,segment·vmax; a(i)=0 , current time, cur-

rent velocity, and current acceleration between 

point 1. and point 2. of the actual segment 

3. current time, current velocity, and current accel-

eration between point 2. and point 3. of the actual 

segment 

3.1 t(i)=t0,segment+t01+t12,segment+
si-s12,segment-s01-sstart,segment

vmax
;  

v(i)=kstart,segment·vmax; a(i)=0, for the actual way-

point of the curve, if the the directions of adja-

cent segments are the same 

3.2 �(i)=t0,segment+t01+t12,segment+ 

+ vmax-9vmax
2 -2·(s

i
-s12,segment-s01-sstart,segment)·amax

amax

;  

v(i)=kstart,segment· <vmax-amax·:t(i)-t01-t12,segment-t0,segment;> ; 

 a(i)=kstart,segment·amax, for the actual waypoint of 

the curve if the the directions of adjacent seg-

ments do not match, e.g. in the case of a change 

of direction or last segment 

 
From the example shown in Fig. 12 and Fig. 13, 

the path-time diagram can be seen in the left side of 
Fig. 17 and Fig. 18, while the velocity-time diagram 
can be seen in the right side of Fig. 17 and Fig. 18, 
respectively. In the first case, since the directions of 
both first segments are negative, the curves are oppo-
site compared to Fig. 15 and Fig. 16. 

 

Fig. 17 Result of trajectory planning: path length-time and velocity-time diagram with 2 segments without reversing 

 

Fig. 18 Result of trajectory planning: path length-time and velocity-time diagram with 2 segments with reversing 
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6.4 Production of the anglular velocity profile result-
ing from trajectory planning 

In addition to velocity, it is necessary to determine 
the angular velocity, as the vehicle moves predomi-
nantly not only along a straight line, but also turns. 
The angular velocity is independent from the velocity 
and it comes directly from the data on the curves. In 

this subsection, the serial number of the segment 

segment=1,2,…,segmentend and the number of the given 

waypoint i=1,2,…,uend,…,segmentend·uend are used. 
To determine the angle velocity profile, the angle 

values must be first determined for each waypoint 
from vectors. These vectors use data from two adja-
cent points for both path types:

 ?&' (&)(-) = [4&' (&) , 7&' (&)] = ?1 − ?16#, if - > 1 (53) 

The angle of these vectors, in relation to the vector 

Pvertical=[Xvertical,Yvertical]=[0,1] declared on the verti-
cal axis, can be calculated from the well-known cosine 

similarity:

 B&' (&)(-) = arccos <CDEFGDH·CIJKFLMDEFGDH·MIJKF|?DEFGDH|·|?IJKF| > (54) 

Since Xvert=0 and |Pvert|=1, therefore, the relationship is simplified as follows: 

 B&' (&)(-) = arccos <MDEFGDH·MIJKF|?DEFGDH| >, where B&' (&)(-) ∈ [0°, 180°] (55) 

However, this only gives a value between 0° and 180°, but a value between 0° and 360° would be desir-
able. Therefore, one condition is introduced:

 B&' (&)(-) = Q B&' (&)(-) = B&' (&)(-), if 4&' (&) < 0B&' (&)(-) = 360° − B&' (&)(-), if 4&' (&) > 0 U where B&' (&)(-) ∈ [0°, 360°] (56) 

In order to calculate the angular velocity at each point, an angular difference between each point is re-
quired:

 B0122(-) = B&' (&)(-) − B&' (&)(- − 1), where - > 1 and B0122(-) ∈ [−360°, 360°] (57) 

However, this may result in some incorrect values, 

for instance by φ
actual

(1)=355°  and φ
actual

(2)=5°  the 

calculation gives φ
diff

(2)=-350°, but the correct value 

should be φ
diff

(2)=10°. In other case φ
diff

(2)=350° is 
given by φ

actual
(1)=5°  and φ

actual
(2)=355° , but 

φ
diff

(2)=-10° should be the correct value. To resolve 

this phanomena, one more condition was added to the 

program: 
 B0122V (-) = W B0122V (-) = B0122(-), if B0122(-) ∈ [−180°, 180°]B0122V (-) = B0122(-) − 360°, if B0122(-) ∈ (180°, 360°]B0122V (-) = B0122(-) + 360°, if B0122(-) ∈ [−360°, −180°) ,  (58) 

where finally φ
diff
' (i) ∈ [-180°,180°]. 

Using the above mentioned, the angular velocity 
data for each waypoint now can be calculated as fol-
low: 

 X(-) = YZ\^^(1) (1)6 (16#), where � > 1 (59) 

From the example shown in Fig. 12 and Fig. 13, 
the angle-time diagram can be seen in the left side of 
Fig. 19 and Fig. 20, while the angular velocity-time di-
agram can be seen in the right side of Fig. 19 and Fig. 
20, respectively. As can be seen, there is no con-
sistency between these figures and Fig. 17 and Fig. 18. 

 

Fig. 19 Result of trajectory planning: angle-time and angular velocity-time diagram with 2 segments without reversing 
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Fig. 20 Result of trajectory planning: angle-time and angular velocity-time diagram with 2 segments with reversing

6.5 Production of wheel velocitys during trajectory 
planning 

In view of the velocity and angular velocity be-
tween the wheels of the forklift, it is already possible 
to determine the velocitys displayed on each wheel in 
the following way: 

  !(�) =  (�) −
$

%
· &'*+(�) (60) 

  ,(�) =  (�) +
$

%
· &'*+(�) (61) 

Where: 

 !(�)…Velocity of the centre of the right wheel, 

 ,(�)…Velocity of the centre of the left wheel 

.…Distance between the centre of each wheel and 
half of that radius for angular velocity 

&'*+(�)…Angular velocity in radian.

 

Fig. 21 Result of trajectory planning: velocity-time diagrams for left and right wheel with 2 segments without reversing 
 
From the example shown in Fig. 12 and Fig. 13, 

the velocity-time diagram of the left and right wheel 
can be seen in the left and right side of Fig. 21 and Fig. 
22, respectively.

 

Fig. 22 Result of trajectory planning: velocity-time diagrams for left and right wheel with 2 segments with reversing

 Conclusion 

This paper presented the track and trajectory plan-
ning of a driverless carrier vehicle. The new algorithm, 
required for path planning, was implented after litera-
ture exploration using the Bezier-curve and Hermite-
curve. The paper described the relations from these 

curve types, a general one from the lierature and a con-
crete one used for the vehicle. Due to the simulation 
and other problems, additional conditions have been 
included in the Scilab program. The optimisation basis 
for trajectory planning is the tending to minimum en-
ergy, which can be determined on the basis of electric 



April 2021, Vol. 21, No. 2 MANUFACTURING TECHNOLOGY ISSN 1213–2489

 

indexed on: http://www.scopus.com 179 

current consumption. The definition of current con-
sumption was included in previous papers, this paper 
covered the determination of the velocities on the 
wheels, from which the voltage to the DC motors and 
thus the current consumption can already be calcu-
lated. The paper presented two cases, taking into ac-
count approaching the targets, on the one hand, when 
the vehicle moves in the same direction and, on the 
other hand, when it moves by changing direction to 
the new target. The different curves obtained during 
the examination of the two cases are also illustrated in 
this paper. 
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