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A model-based viewpoint planning and filtering method is proposed to determine the position and pose 
of viewpoints in 3D reconstruction of multi-view images. The method first determines the necessary 
parameters to control the camera position and attitude. Second, the mathematical error model is 
developed and combined with stereo overlap to guide viewpoint selection. According to the shooting 
distance, a dense candidate view area is then established, the subview collection is screened, & a view 
supplement scheme is proposed for the area where the candidate view cannot be shot, improving the 
integrity of the resulting data. Experimental results demonstrate that our viewpoint planning method has 
high shooting coverage & highly accurate 3D reconstruction. 
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 Introduction 

Three-dimensional (3D) reconstruction consists of 
restoring the 3D structure of a measured object using 
multiple images taken from various angles. It is widely 
used in various fields including target tracking, reverse 
engineering, virtual reality, and robot vision [1-15]. 
Camera viewpoint planning is uncertain and a know 
how in target reconstruction. Scott and Roth [16] 
summarized the research on camera viewpoint 
planning in the field of laser 3D measurement and 
machine vision. Qiana et al. [13] studied path planning, 
motion prediction, and collision avoidance for 
automatic driving technology. The path planning 
algorithm for autonomous underwater vehicles 
(AUV) was studied in [20]. The multicellular genetic 
method was used in [21] to lay out and optimize 
camera viewpoints. Dunn and Olague [23] established 
the cost function of viewpoints, and their proposed 
planning method can reduce the redundancy of 
shooting viewpoints and improve the accuracy of 3D 
reconstruction. Schmid and Hirschmuller [24] 
arranged and screened viewpoints based on the 
overlap constraint, coverage constraint, and the 
incident angle constraint of adjacent viewpoints. They 
arranged the viewpoints according to the rough 3D 
model of the tested object. Zhen [25,18] studied the 
extraction of key frames in aerial images and 3D 
reconstruction for outdoor scenes. Gospodnetić et al. 
[26, 17] summarized the available generation and test 
methods and evaluated the results of various objects. 

In some special cases involving 3D reconstruction, 
like target measurement in large outdoor scenes, it can 
be challenging to gather all the necessary data due to 
the limited measurement flexibility. When the 
unmanned aerial vehicle (UAV) is manually operated 

for shooting, there are issues like repeated and missed 
shooting, as well as inappropriate shooting angle, 
which has a significant impact on the integrity and 
accuracy of the reconstructed data. The navigation 
path of the UAV is planned using two-dimensional 
map information. The camera shooting angle is not 
controlled and adjusted during the navigation process, 
which makes the subsequent 3D reconstruction 
difficult. The UAV aerial photography process must 
therefore be planned, especially the camera shooting 
viewpoint. UAV aerial photography viewpoint 
planning needs to use airborne positioning to 
determine the UAV space position. Due to the low 
accuracy of airborne positioning, the impact of errors 
must be considered in planning. This paper proposes 
a new viewpoint planning method based on the 
known model. First, the viewpoint candidate areas are 
arranged, and then the optimal sub-viewpoint set is 
selected according to the constraints of overlap, 
incidence angle and shooting coverage under the 
consideration of error. It is implemented on the 
independently developed aerial photography UAV 
and camera position and attitude control platform. 
[19,22,24] 

 Materials and Methods 

 Network camera pose control parameters  

Fig. 1 shows the position and attitude relationship 
of the earth, the UAV and the camera, where

e e e e
W X Y Z  represent the geographical coordinate 
system, 

u u u u
W X Y Z  represent the UAV fuselage 

coordinate system, 
c c c c

W X Y Z  represent the camera 

coordinate system,      
T
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x y z ϕ θ γ =  P  

represents the position and attitude of the UAV in the  
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geographic coordinate system, and 

     
T

u u u u u u u

c c c c c c c
x y z ϕ θ γ =  P  is the position and 

attitude of the camera in the UAV coordinate system.  
Multi-rotor UAV realizes flight control by setting

e

u
P . When the pitch angle 

e

uθ  and roll angle e

u
γ  are 

not zero, the fuselage will move longitudinally and 
laterally, respectively. Therefore, when the UAV 

hovers to take images, it is necessary to ensure 

0
e e

u uθ γ= = . The PTZ fixed under the fuselage 

provides the changes of the camera's pitch angle 
u

cθ  

& roll angle 
u

cγ . When = = = 0u u u u

c c c c
X Y Z ϕ = , the 

viewpoint position and attitude of the UAV during 
aerial photography can be expressed as:  

[ ] =[ ]e e e e u u T T

u u u u c c v v v v v v
x y z x y zϕ θ γ α β γ=V                                        (1) 

Where  
v v v

x y z， ，  represent three position degrees 
of freedom and 

v v v
α β γ， ，  represent three rotation 

angles. 

  
Fig. 1 Position and attitude relationship of the earth, the 

UAV, and the camera 

 Viewpoint constraint 

The requirements for 3D reconstruction are 
visibility constraints, overlap, motion platform 
constraints, and camera incidence angle. 

 Visibility constraints  

Visibility constraints include visual angle, 
occlusion, and field of view constraints. 
2.3.1 Visual angle  

Fig. 2 shows a schematic diagram of viewable 
constraint and occlusion, where O is the center of the 
lens, P is the space point, v is the shooting direction of 
the lens, n is the normal vector at point P, and θ  is 
the angle between n and v. When 90θ < o , the point P 
can be captured by the camera.  

 

Fig. 2 Diagram of viewable constraint and occlusion 

2.3.2 Occlusion 
As shown in Fig. 2, the abc∆ is a patch on the 

model. The intersection between the triangle patch’s 
plane and the line OP is i. If the optical path between 
the lens center and the spatial point P is not blocked 
by the model itself, the condition in (2) must be met: 

aib bic cia abc
S S S S∆ ∆ ∆ ∆+ + >                 (2) 

2.3.3 Constraints of the field of vision  
As shown in Figure 3, the projection of point P on 

the camera through the small hole is '
P , and the field 

of view constraint requires that the line OP be within 
the range of the longitudinal field angle α  and the 
transverse β , which needs to meet the  
conditions in (3): 

 

Fig. 3 Schematic diagram of field constraint 
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Where 61.9α = o ， 77.32β = o， p
v  represents the 

vector of OP , while px
v  and py

v  represent the 

projection loss of p
v  on the camera's transverse 

midplane p
xO O  , & longitudinal midplane p

yO O

respectively. 
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 Overlap and motion platform constraints  

Multi-view 3D reconstruction must ensure the 
degree of overlap between multi-views, which is used 
for image feature point matching and polar constraint 
to solve 3D coordinates. In fact, three images of the 
same object point are required to ensure the accuracy 
of 3D reconstruction, so the overlap degree of the 
heading and adjacent track (side) is more than 66%. 

The overlap rate is set to 66% during viewpoint 
filtering after determining the area that each camera 
can capture through visibility conditions. The 
viewpoint is retained if more than 66% of the area that 
can be captured by one camera is covered by another 
camera. If other cameras can see the area captured by 
the viewpoint, the camera is redundant and can be 
removed. 

When 0u

c
θ ≥ , the UAV fuselage will appear in the 

field of view causing the fuselage to block the target. 
The range of u

c
γ  is [ 45 ~ 45− o o ] due to the influence 

of PTZ's own structure. All viewpoints that do not fall 
within the aforementioned range of attitude angles 
must be removed during viewpoint filtering. 

 Camera incidence angle  

The visual angle constraint cannot guarantee the 
quality of the captured image, and the image quality 
can be described by the image error. That the image 
error is related to the incident angle of the camera. 
When the incident angle is 60o , the pixel error will 
significantly increase. Therefore, the incident angle 
should satisfy the condition in (4) when screening the 
viewpoint:  

cos60⋅ ≥ o
n v n v                     (4)

 

In this study, the included angle between the model 
mesh vertex and the camera axis is calculated for the 
model area that can be captured by each viewpoint 
when filtering viewpoints. When the proportion of 

incident angles that are greater than 60o

 exceeds 20% 
of the total number of incident angles of the region's 
viewpoint to all mesh vertices, the viewpoint is 
deleted. 

 Discussion of results  

 Viewpoint planning  

Planning the viewpoint position and attitude and 
generating the waypoint file are necessary after setting 
the camera position and attitude control parameters. 

 Candidate view area layout  

After the UAV aerial photography is manually 
controlled, the approximate 3D model of the 
measured target is obtained during the placement of 
candidate viewpoints. The observation space is 

discretized by spherical surface and longitude and 
latitude division method. Since the object is above the 
earth's surface, only the hemisphere needs to be 
considered. The candidate viewpoint layout needs to 
determine the radius of the sphere, as well as the 
longitude and latitude. The radius of the ball is set 
through the number of pixels, focal length, and zoom 
distance to determine the shooting distance range. 

 Viewpoint supplement  

The viewpoint is supplemented by the expansion 
method to preserve the integrity of the data. The 
expansion starting point is the plane centroid of the 
mesh patch in the missed area. The shooting distance 
is then expanded along the average vector direction of 
the model mesh patch, and the end point is the 
viewpoint position.  

According to the constraints, candidate viewpoints 
are filtered to determine the sub-viewpoint set of 
viewpoint filtering. The ant colony algorithm is then 
used to plan the optimal flight path for the selected 
sub-view set. A waypoint file containing the UAV 
longitude, latitude, and altitude, as well as the heading, 
pitch and roll angles of the PTZ is generated for 
automatic aerial photography. 

 Experiment 

According to the method proposed in this paper, 
experiments were carried out on the bronze statue of 
Pixiu with an outdoor height of more than 10m. 
3.4.1 Experimental platform  

The diagram of the automatic aerial photography 
system is illustrated in Fig. 4. The system includes 
position and attitude control software and ground 
station to accurately control the position and attitude 
of the camera. The software out-in the waypoint file 
produced by the plan and uses the wireless data 
transmitter to send the waypoint to the flight order 
through the ground station. After receiving each 
waypoint command, the flight controller directs the 
UAV and the camera to carry out the corresponding 
actions. When the position and attitude of the 
specified viewpoint are reached, the software will send 
a signal to take a picture. 

 

Fig. 4 Diagram of automatic aerial photography system 
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 Experimental results and analysis 

The viewpoint reconstruction results planned by 
the conventional approach and those planned by this 
method are compared to verify the proposed 
viewpoint planning. Fig. 5(a) illustrates image 
reconstruction results based on the proposed 
viewpoint planning method while the result in Fig. 
5(b) is based on the conventional method. Compared 
with the inner part of the red rectangle, it can be seen 
that the reconstruction quality of the conventional 
method is poor. 

 

(a) Result of viewpoint reconstruction planned with 
the proposed method 

 

(b) Result of viewpoint reconstruction planned with 
the conventional method 

Fig. 5 Comparison of two reconstruction effects 

Point cloud data captured by the Leica P20 laser 
scanner with an accuracy of less than 1mm is 
considered as the reference model, and image 
reconstruction results using the our method are 
compared with those obtained by the conventional 
approach. Figure 6 displays the point cloud 
comparison deviation for the two methods, and Table 
1 shows their data comparison results. The viewpoint 
placement approach suggested in this study exhibits 
better completeness and higher reconstruction 
accuracy.  

 

(a) Reconstruction results based on the proposed 
method 

 

(b) Reconstruction results based on conventional 
methods 

Fig. 6 Point cloud comparison results

Tab. 2 Data comparison results for different methods 
 Methods in this paper General method 
Number of viewpoints 71 71 
Rebuild the number of feature points 221473 173514 
Average error of laser point cloud comparison 15.16 cm 16.62 cm 
Standard error of laser point cloud comparison 13.08 cm 13.78 cm 

 Conclusion 

This study focuses on the multi-view 3D 
reconstruction viewpoint layout. The appropriate 
camera position and attitude control parameters for 
multi-rotor UAV aerial photography with a single 
camera are determined, and the error model is 

established. A viewpoint planning and screening 
method based on known models is proposed 
considering visibility, camera incidence angle, overlap 
and coverage, as well as camera PTZ constraints. The 
high coverage of the proposed method is 
experimentally verified, and the final reconstruction 
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results are compared to the high-precision model 
obtained using a laser scanner, demonstrating that the 
image produced with the proposed approach has high 
reconstruction accuracy and is appropriate for image 
capture for large object three-dimensional 
reconstruction.  
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